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SOFTWARE-DRIVEN DATA ANALYSIS OF PROPAGANDA
NARRATIVES AND SOCIAL MEDIA ENGAGEMENT

The article introduces a software framework for analyzing war propaganda distributed through Telegram
during the full-scale invasion of Ukraine. The dataset comprises 5.3 million messages, 21.5 million text entities
(hashtags, mentions, URLs), and 22.8 million user reactions (e.g., emojis, likes) from 116 public channels,
the research approaches the problem from a structural and behavioral angle rather than through full-scale
classification. The dataset for this research was extracted from a custom PostgreSQL database designed
to handle high-volume, complex Telegram data related to Russian propaganda during the first two years
of the full-scale invasion of Ukraine. The primary focus has been placed on building a processing pipeline
capable of handling large and structurally heterogeneous data streams, most of which have been multilingual,
emotionally charged, and inconsistently formatted. Exploratory analysis methods have been combined with
basic feature engineering, which has made it possible to identify recurring patterns in hashtags, message
structures, and audience reactions. For example, emoji usage has been found to be frequent but unevenly
distributed, indicating the use of emotional framing strategies that vary across message types and channels.

Rather than presenting complete modeling results, the work has established a reproducible and modular
baseline for future experimentation. Interpretable features, such as text length, hashtag count, emoji diversity,
and posting times, have been extracted and organized for straightforward downstream analysis, including
narrative classification, engagement prediction, or network modeling. Co-occurrence analyses of text entities
and emoyji-based response profiling have revealed how emotionally framed narratives have been shaped and
reinforced. A few working hypotheses have been proposed, including the idea that emotionally framed content
tends to receive more concentrated and homogeneous reactions.

The research has demonstrated that with a carefully designed data pipeline and relatively modest resources,
it is possible to extract meaningful structure from adversarial, large-scale communication environments. The
goal has not been to solve the propaganda problem in full, but rather to clarify what groundwork has been
necessary for studying Telegram-based influence operations at scale. As disinformation ecosystems continue
to evolve, a flexible software toolkit and foundational dataset have been offered to support future technical and
analytical research on hostile media environments.

Key words: software methods of data analysis, messaging and social media platforms, narratives spreading,
Python, narrative and engagement analysis, Big Data, processing heterogeneous streaming data.

Formulation of the problem. The use of propa-
ganda in wartime is not new, but the way it spreads
has transformed significantly in the digital age. Mes-
saging platforms like Telegram have become vital
tools in modern information warfare. What sets Tel-
egram apart is its hybrid nature: it functions both as
a broadcasting platform and a private messaging app.
This structure, with public channels that can reach
hundreds of thousands of subscribers, is particularly
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useful for spreading consistent narratives with mini-
mal external interference.

Since the beginning of Russia’s full-scale inva-
sion of Ukraine in 2022, Telegram has played a cen-
tral role in the online propaganda ecosystem. Public
channels linked to Russian-aligned messaging have
pushed out content at high volumes, targeting both
domestic and international audiences. These mes-
sages range from traditional patriotic appeals to more
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subtle or misleading information that aims to distort
facts and undermine trust.

While there has been public awareness of these
campaigns, the academic and technical communities
still face challenges in scaling analysis to the volume
and variety of content distributed across platforms
like Telegram. Much of the research has focused on
more mainstream social media, leaving this relatively
unregulated space underexamined [1, 2]. The multi-
lingual, emotional, and highly contextual nature of
the content complicates efforts to systematically ana-
lyze it.

This research addresses that gap. By focusing on
Telegram-based propaganda channels, we present a
framework capable of handling large-scale, heteroge-
neous datasets. Our aim is not just to describe what
these channels are doing, but to build software tools
and methods that allow others to analyze, monitor,
and potentially intervene in digital information con-
flicts more effectively.

Analysis of recent research and publications.
Over the past few years, researchers have intensely
studied how propaganda and disinformation spread
on social media. The issue gained urgency after
events like Brexit and the 2016 U.S. elections, and
especially during the COVID-19 “infodemic,” which
highlighted the scale of online misinformation. In
response, numerous works from 2020-2025 have
focused on detecting deceptive or influential content
in online platforms. Propaganda is typically defined
as strategically crafted messaging aimed at influ-
encing public opinion for a specific agenda. It often
exploits rhetorical and emotional techniques — for
example, using loaded language, patriotic appeals, or
false dilemmas — to sway an audience. Notably, prop-
aganda is related to but distinct from disinformation,
which is deliberately false information spread with
the intent to cause harm. Propaganda can be based on
truths or falsehoods and may not always be overtly
malicious, whereas disinformation by definition
involves falsehood and harmful intent [3].

To clarify such concepts, scholars have proposed
various misinformation taxonomies. Modern stud-
ies have expanded these categorizations to dozens
of specific tactics. Likewise, researchers distinguish
misinformation (unintentionally incorrect claims)
from disinformation (intentional falsehoods) [4].

A variety of computational techniques have been
applied to identify propaganda and influence cam-
paigns in social media. One prominent approach is
stance detection — determining whether a text agrees,
disagrees, or is neutral toward a given claim or narra-
tive. Stance detection plays a key role in fact-check-
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ing and rumor verification systems. Beyond stance,
scholars are increasingly interested in narrative anal-
ysis of disinformation. Rather than treating each
message in isolation, narrative-focused studies exam-
ine the storylines and themes that link many pieces
of content. Another crucial method in propaganda
detection is sentiment and emotion analysis. Propa-
gandists frequently use emotional appeals — outrage,
fear, national pride, anger — to make their message
resonate. Several studies have integrated sentiment
detection into misinformation classifiers.

Researchers now leverage stance detection, nar-
rative analysis, sentiment analysis, and taxonomies
to categorize different forms of propaganda and dis-
information. This rich toolkit, developed in studies
of Twitter, Facebook and other platforms, sets the
stage for examining newer outlets. In particular, these
methods inform our analysis of Russian propaganda
on Telegram [5].

Telegram is a hybrid messaging and social media
platform whose unique affordances have made it a
hotbed for propaganda dissemination in recent years.
Telegram enables users to create public channels that
can broadcast messages to unlimited subscribers, all
while allowing a high degree of anonymity. This ano-
nymity, combined with Telegram’s lax moderation,
provides a fertile ground for disinformation actors.
Telegram’s minimal content moderation stands in
stark contrast to the policies of Facebook, Twitter,
or YouTube. In response to bans on mainstream plat-
forms, many Russian state-affiliated actors migrated
to Telegram. Telegram’s channel-based architec-
ture leads to decentralized information flows that
often form echo chambers. A recent study analyzed
over 1,700 Telegram channels and identified “bridge
nodes” that link disparate groups by sharing messages
across ideological lines [6].

The content of these propaganda posts often
revolved around key narratives: justifications for the
invasion, denials of atrocities, and conspiracy theories.

Compared to Twitter or Facebook, Telegram also
presents hurdles for researchers and policymakers
trying to monitor propaganda. Telegram has no offi-
cial public API for channel messages. Researchers
must manually discover relevant Telegram channels
and scrape messages, which can lead to sampling
biases. Telegram’s openness allowed both genuine
citizen reporting and false propaganda to thrive side
by side. Analysts have noted that during 20222023,
the Kremlin’s information operatives treated Tele-
gram as a digital frontline.

Recent advances in NLP, particularly the devel-
opment of large pre-trained language models, have
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enhanced our ability to process and interpret text
at scale. A cornerstone of modern text analysis is
the BERT family of models. For Russian-language
text, researchers commonly use RuBERT or multi-
lingual models like XLM-R. In propaganda detec-
tion tasks, fine-tuned BERT models have achieved
state-of-the-art results. Alongside transformers,
more lightweight text representations still play a
role. Word embeddings such as those produced
by fastText can efficiently encode words into vec-
tors and have been used in many multilingual text
applications.

To extract themes and narratives from text cor-
pora, topic modeling techniques such as LDA and
BERTopic are widely used. BERTopic combines
transformer embeddings with clustering to generate
more coherent topics.

Named Entity Recognition (NER) tools can auto-
matically tag mentions of people, organizations, and
places. NER also enables the construction of net-
works of co-occurring entities. In multilingual set-
tings, NER models or dictionaries need to be adapted
for each language [7].

Despite the arsenal of NLP tools available, ana-
lysts face several challenges when mining large-scale
text data for propaganda. Firstly, there is a scarcity of
labeled training data for supervised learning. Creat-
ing high-quality annotations for what counts as prop-
aganda vs. normal content is time-consuming. Irony
and sarcasm can invert the literal meaning of text,
confounding simple sentiment or stance detectors.
The evolving nature of language and tactics means
any static model can become outdated. Propagandists
continually adapt their vocabulary to evade filters.
Our methodology will address these challenges by
applying tools that balance performance with adapt-
ability [8].

Task statement. This research is structured
around a set of guiding questions that emerged dur-
ing the process of working with large-scale Telegram
data in the context of Russian wartime propaganda.
Rather than focusing on predictive classification, we
concentrated on questions that could be addressed
through structural analysis, feature extraction, and
descriptive modeling.

The core research questions are as follows.

1. What kinds of structural and content-based
patterns can be observed in Telegram propaganda
messages, and how are they distributed across chan-
nels and over time? This includes recurring hashtags,
variations in message length and complexity, and pat-
terns in emoji usage as a proxy for emotional tone and
engagement.

2. How can a scalable, relational data model sup-
port the systematic analysis of such content across
millions of records? Here, the aim is to define a
reproducible schema that allows for both flexibility
and performance when working with Telegram data
in relational form.

3. Which features — textual, temporal, and behav-
ioral can be extracted efficiently and interpreted
meaningfully to support future analytical tasks such
as narrative detection or engagement modeling?

To address these questions, we developed a modu-
lar pipeline for ingesting, exploring, and engineering
features from Telegram propaganda content. The goal
was to produce a reusable analytical framework that
can serve both as a descriptive lens and as a founda-
tion for future modeling efforts.

Outline of the main material of the research.
The dataset used in this research was extracted from
a custom-built PostgreSQL database, designed to
accommodate the scale and complexity of data col-
lected from Telegram channels disseminating Russian
propaganda during the first two years of the full-scale
invasion of Ukraine. The dataset comprises informa-
tion from 116 public Telegram channels, identified as
part of a coordinated pro-Kremlin media ecosystem.
These channels were selected based on prior research,
open-source intelligence, and manual vetting of con-
tent history.

In total, the database contains:

® 5,309,851 messages;

e 21,511,942 text entities (e.g., hashtags, men-
tions, URLs);

e 227947701 reactions (emojis, likes, other
engagement markers).

The database is structured across four interlinked
tables:

® channels: contains metadata about each Tele-
gram channel, including its Telegram ID, username,
and classification by type (e.g., news, commentary,
satire);

e messages: stores individual posts along with
their metadata—timestamps, author identifiers, mes-
sage types, edited versions, media attachments
(photo, video), and raw text content;

® fext entities: extracted elements from each
message, such as hashtags, hyperlinks, mentions,
and formatted text (bold, italic, etc.), stored with type
labels and positional order;

® reactions: records emoji-based reactions tied to
specific messages, including the emoji itself and the
count of users who reacted with it.

This schema allows us to analyze messages not
only as standalone units but also in terms of how
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they are embedded within broader discursive and
engagement contexts. Messages are linked to both
their originating channels and associated interactions
(entities, reactions), forming a relational structure
suitable for large-scale querying, statistical analysis,
and modeling.

The temporal attributes stored in both human-read-
able (timestamp) and Unix (unixtime) formats sup-
port granular chronological analysis, enabling us to
capture patterns in propaganda bursts, narrative piv-
ots, and audience response cycles over time. The data
used in this research was collected through a com-
bination of automated and supervised methods. Pub-
lic Telegram channels were identified based on prior
open-source investigations, civil society monitoring
projects, and manual verification of content consist-
ency with known patterns of Russian-aligned prop-
aganda. The collection process relied on Telegram’s
open API endpoints and automated scraping tools,
ensuring that all acquired data remained within the
bounds of publicly accessible content. No private
groups or encrypted messages were accessed. Only
public channels were included, and only data visi-
ble without user authentication was collected. This
guarantees that the data acquisition process adhered
to Telegram’s terms of service and respected the plat-
form’s intended public-private content boundaries.

The resulting database was designed to support
both relational analysis and scalable processing. Data
was stored in normalized tables, preserving structural
integrity and making it possible to trace any record
back to its channel, timestamp, or message ID. Fields
such as user identifiers were retained only when they
referred to public or institutional accounts (e.g., media
outlets or known figures); any personal user data was
either excluded or anonymized. Given the sensitive
nature of the material — propaganda produced during
an active war — the research followed ethical guide-
lines for handling war-related and potentially harmful
content. The research does not reproduce or promote
any of the propagandist material. Instead, all analysis
is aimed at deconstructing techniques and patterns of
influence for academic and counter-disinformation
purposes. All results are presented in aggregate, and
no attempts are made to deanonymize individuals or
trace personal interactions. Furthermore, wherever
relevant, disclaimers are applied to visualizations
and quoted examples to contextualize their nature as
subjects of critical analysis rather than information
endorsement.

To process the Telegram data at scale, we devel-
oped a modular analytical pipeline consisting of four
main stages: data ingestion and profiling, exploratory
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statistics, systematic cleansing, and feature engineer-
ing. The design emphasizes reproducibility and com-
putational efficiency, recognizing the challenges of
working with large volumes of data collected from
propaganda-linked Telegram channels.

The dataset is stored in a PostgreSQL database and
structured across four normalized tables: channels,
messages, text entities, and reactions. Initial profil-
ing queries confirmed structural integrity, absence of
missing values, and alignment between foreign key
references (e.g., message id links across tables). All
core fields (text content, channel id, message date)
were present across records, enabling immediate
downstream analysis.

Sampling and summary queries revealed early
insights into message types and engagement patterns.
A random sample of messages showed content rang-
ing from daily greetings and calls to action to battle-
field reports and emotional appeals.

Many posts featured strong emotive or rhetorical
devices, often paired with emoji reactions — most fre-
quently:

e A (over 4 billion reactions);

e @, ., Q and ) — each with several hun-
dred million reactions.

These reactions offer a behavioral proxy for audi-
ence engagement and emotion-triggering content.
Textual entities, particularly hashtags, revealed pat-
terns of narrative segmentation and branding. The
most frequent hashtags included campaign-specific
tags alongside broader geopolitical markers. This
structure enables both time-series tracking and top-
ical clustering in later analysis.

Despite the dataset’s scale, quality checks showed
no missing values in critical fields. Messages were fil-
tered for completeness and deduplicated where nec-
essary. Repeated content, truncated posts, or bot-gen-
erated noise were flagged using length and lexical
diversity heuristics.

To support downstream modeling, features were
engineered at multiple levels:

e fextual: message length, punctuation density,
stopword ratios, named entity counts, and TF-IDF
vectors;

® behavioral: reaction counts by emoji, average
engagement per channel, emoji entropy;

e semantic: hashtags, sentiment polarity (to be
derived), rhetorical signal tokens.

The architecture supports stepwise iteration and
selective caching of derived variables to ensure scal-
ability across millions of records.

Fig. 1 presents proposed multi-stage pipeline for
processing raw Telegram data (channels, messages,
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text entities, and reactions) to enable downstream
analytical tasks. The process begins with Data Inges-
tion & Profiling, where the structure is validated,
samples are summarized, and foreign key integrity is
checked. This is followed by Exploratory Analysis,
which focuses on frequency statistics, emoji patterns,
and hashtag surfacing.

Data Cleansing is performed to remove dupli-
cates, normalize formats, and identify noisy or
incomplete data. These cleaned and profiled data
then feed into Feature Engineering, where NLP
features, reaction metrics, and temporal features
are extracted. The final outputs are used for various
Downstream Tasks.

The initial exploratory phase aimed to surface
broad patterns across message volume, content struc-
ture, and user reactions. This step provided the empir-
ical grounding for refining data cleansing procedures
and for selecting relevant features for later modeling.
The initial exploratory phase utilized Python tools
such as Pandas for data manipulation, Matplotlib and
Seaborn for visual analysis, and NumPy for efficient
numerical operations. These libraries enabled the
identification of broad patterns in message volume,
content structure, and user reactions, providing an
empirical foundation for refining data cleansing pro-
cedures and guiding feature selection for subsequent
modeling.

5 wstagenr

Data Ingestion & Profiling
= Validate structure
+ Sample & summarize
« Confirm FK integrity

Raw Telegram Data
(Channels, Messages,
Text Entities, Reactions)

 E—

#stager

Feature Engineering
+ NLP features (TF-IDF, sentiment)

* Reaction metrics
* Temporal features

Across the 5.3 million messages, activity remained
sustained throughout the two-year window, with notice-
able peaks aligning with battlefield events or significant
political developments. Due to hardware constraints,
full time-series plotting was deferred; timestamp sam-
pling showed regular posting, with specific spikes
around symbolic dates and coordinated media pushes.

Sampled messages revealed considerable variabil-
ity in content structure—from brief emoji-laced posts
to lengthy reports or transcripts. Posts often began
with rhetorical intensifiers (“!!”, “ 4>”") and included
hashtags or campaign-specific branding. Some posts
lacked any meaningful text, while others spanned
several paragraphs.

User reactions, recorded as over 22 million indi-
vidual counts, show a clear tendency toward emotion-
ally charged content. The top emojis — /&, &, I\,
Q, and () — are indicative of binary approval (¢b),
outrage, or emotional resonance (4, Q).

Particularly noteworthy is the dominance of /B,
which accounted for over 4 billion cumulative reac-
tions, suggesting either:

o the use of A as a default button on many chan-
nels,

e or bot-driven amplification, a known tactic in
propaganda ecosystems.

Analysis of 21.5 million text entities shows exten-
sive use of hashtags as narrative anchors. To under-

wstages
Exploratory Analysis
* Frequency stats
+ Emoji patterns
* Hashtag surfacing

—>

wstagen
Data Cleansing
* Remove duplicates
* Mormalize formats
+ Flag noisefincomplete

Downstream Tasks

+ Narrative tracking

* Engagement modelling
= Clustering / Classification

Fig. 1. Proposed overall methodological pipeline
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stand how propaganda dissemination varies across
actors, we conducted a comparative analysis of activ-
ity levels and engagement metrics for individual
Telegram channels. Using aggregated data from the
relational schema, we computed per-channel counts
for total messages, word volumes, and emoji-based
reactions. This revealed distinct behavioral signatures
and operational scales among the channels. Emoji
reactions offer insight into audience resonance. While
absolute counts correlate with message volume, cer-
tain channels consistently outperform others in reac-
tion density.

Textual entities — particularly hashtags — play a
central role in shaping and signaling propaganda nar-
ratives. They function not only as indexing devices
but also as rhetorical cues that frame a message’s
tone, urgency, or political alignment. In our dataset,
over 21.5 million such entities were extracted, with
hashtags representing a major subset.

To visualize broader relationships, we constructed
a network graph where nodes represent hashtags and
edges represent co-appearance frequency. Thicker
edges denote stronger co-occurrence ties.

This analysis demonstrates that hashtags are not
randomly or independently deployed. Rather, they
form deliberate semantic bundles that support narra-
tive framing, audience targeting, and automated rep-
etition. To enable downstream analytical tasks such
as clustering, classification, or narrative tracking, we
engineered a set of interpretable features from the raw
Telegram messages. Given the high volume of data
and the heterogeneity of message formats, we prior-

itized lightweight, expressive features that capture
structural, semantic, and behavioral characteristics of
each message.

Building on this infrastructure, we outline several
hypothesis for our research:

HI: messages containing emotionally charged
hashtags receive significantly higher reaction counts
than neutral ones;

H2: channels using more repetitive, short-format
messaging (high frequency, low word count) achieve
higher cumulative engagement per unit time;

H3: reaction entropy is inversely correlated with
message polarity — highly polarized messages attract
fewer distinct emoji types.

In follow-up work, we intend to:

e train supervised classifiers to predict reaction
volume or narrative type based on engineered fea-
tures and embeddings;

e integrate transformer-based sentence rep-
resentations (e.g., RUBERT, XLLM-R) for improved
text modeling;

e apply graph-based methods to track cross-chan-
nel influence and narrative flow;

e cxpand the dataset to include multilingual
propaganda networks, especially channels targeting
foreign audiences in English or German.

To support downstream modeling tasks and
exploratory narrative analysis, features were engi-
neered at multiple levels — textual, behavioral, tempo-
ral, and semantic (Table 1). These features prioritize
interpretability and computational efficiency across
millions of records.

Table 1
Engineered features
Feature Name Description Type

text length Character count of the message text Numeric
word_count Number of words in the message Numeric
punctuation_density Ratio of punctuation marks to total characters Numeric
stopword _ratio Fraction of stopwords among all tokens (language-specific) Numeric
named entity count Count of named entities per message (if processed) Numeric
tfidf vector Sparse vector representation of text content Vector
hashtag count Number of hashtags in message Numeric

url count Number of URLSs present Numeric
reaction_total Sum of all reactions to the message Numeric
reaction_entropy Diversity of emoji reactions (Shannon entropy) Numeric
emoji_count Count of emojis in message body Numeric

avg channel engagement Channel-level average reactions per post Numeric
sentiment_polarity To be derived via sentiment analysis model Numeric
rhetorical tokens Binary indicators of known propaganda keywords or formats Categorical
hour of day Posting hour (0-23) Categorical
day of week Weekday of message (0=Monday, ..., 6=Sunday) Categorical
channel id Foreign key linking message to its source channel Categorical
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Conclusions. This research presented a structured
approach to analyzing large-scale propaganda con-
tent disseminated through Telegram during the first
two years of Russia’s war against Ukraine. Rather
than attempting to solve classification or detection
tasks directly, we focused on building a reproducible
and efficient pipeline for processing, exploring, and
organizing Telegram data at scale.

By designing a relational schema and extracting
interpretable features from over five million mes-
sages, we were able to highlight patterns in messaging
structure, hashtag use, and audience reaction. Co-oc-
currence analyses of text entities and emoji-based
response profiling provided early insights into how
narratives are framed, repeated, and emotionally
charged across different channels. The exploratory
phase used Python libraries like Pandas, NumPy,
Matplotlib, and Seaborn to identify key patterns in
message volume, structure, and reactions. These

insights informed data cleaning and feature selection
for later analysis.

Our primary contribution lies in creating a founda-
tion for future work — both technical and analytical. The
cleaned, structured dataset and modular feature engi-
neering workflow are intended to support downstream
tasks such as narrative classification, engagement pre-
diction, or social graph modeling. The hypotheses out-
lined in this research may serve as starting points for
researchers interested in tracing influence strategies or
testing propaganda effectiveness over time.

The research demonstrates that with relatively
modest resources, it is possible to extract meaningful
structure from complex, adversarial communication
environments — provided the data pipeline is thought-
fully designed. As disinformation ecosystems con-
tinue to evolve, we hope this work offers a flexible
and transparent basis for analyzing them with greater
clarity and scale.
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0apmuo cmpykmypogsarumu. byno no€eoHano memoou po3gioko8o2o ananizy 3 6A308010 [HICEHEPIE O3HAK,
WO 00360MUN0 GUABUMU NOBMOPIOGAHT WADNIOHU 6 Xeuime2ax, CMpPYKmMypi NOBIOOMIEHb [ peaKyiax ayoumopii.
3oxpema, 6y10 8UA61IEHO, WO GUKOPUCMAHHS eMOO3I € YACMUM, dle POZNOOIIAEMbCS HEPIBHOMIDHO, U0 8KAZYE
HA 3ACTHOCYBAHMS CMpamezitl eMoyiiuHo20 Qpeiminey, AKi 8apitoiombCs 3A1eHCHO Gi0 Muny nogioomieHs i
Kauanie. 3amicms npeocmaegients NOGHUX Pe3yibmamie MOOen08anHs y pobomi OY0 3aK1a0eH0 8i0MeEopio-
8aHY MA MOOYIbHY OCHO8Y OJisL ROOANLUUUX eKcnepumenmis. byno euoxkpemneno inmepnpemosani 03HaxKu, maxi
5K 00BAHCUHA MEKCY, KibKICMb Xeuwmezis, pi3HOMAHIMHICMb eMo03i ma 4ac nyoniKayil i Cucmemamu308aHo
iX Ona nodanvuioco ananisy, 30Kkpema, 0 KAacuQikayii napamueis, NPOcHO3Y8AHHS 3ATYYEHHS il MOOeno-
6anHs mepedic. bye nposedenuti ananiz cnigzycmpiuHOCmi MeKCmosux CymHocmetl ma npo@inoeants peakyii
HA OCHOBI eMO03i, W0 00360IUL0 GUABUMU, K eMOYIUHO 300ap6ieHT Hapamuu GopMyHmsbcs ma niOKpInio-
tomuvca. byno cghopmynvosano xinvka pobouux einomes, 30kpema, NPURYWEHHS, WO eMOYIiHO oopmIeHut
KOHMEHM, 5K NPASUIO, OMPUMYE Oibll KOHYEHMPOBAHI MA 0OHOPIOHI peaxyil.

byno npodemoncmposano, wo 3a ymosu SUKOpUCMAanHA pemenbHO CHPOEKMOBAHO20 KOHBEEPa 0OpOOKU
OaHUx i BIOHOCHO NOMIPHUX PECYPCI8 MONCIUBO GUOKPEMUMU 3HAYYWT CIPYKIMYDHI 3AKOHOMIPHOCI 3 GETUKUX
00c512i6 80POIUCO20 KOMYHIKAYIIHO20 KoHmenmy. Memoio docniddcenus 6Yi10 ¢opmyeanHs 0CHO8, HeOOXIOHUX
011 MacumabHo20 00cnidxcenus enaugosux onepayii y Telegram. B ymosax nocmitinoi esontoyii desingop-
MayitiHux exocucmem Oy10 3anNPoONOHOBAHO SHYYKULL NPOSPAMHULL IHCMpYyMenmapiil i 6a306uil HAOIp OaHux,
NOKIUKAHUL RIOMPUMAmuy MatiOymHi mexniyHi ma ananimuyHi 00CciodceHHs y cghepi 6opodicux inpopmayii-
HUX cepedosuly.

Knrouosi cnoea: npoecpamui memoou awanizy Oauux, niam@popmu 0OMIHY NOGIOOMIEHHAMU, COYIANbHI
Mepedici, nowupens Hapamuesis, Python, ananiz napamueis i 3a1yuenHts, enuki 0awi, 00podKa HeOOHOPIOHUX
NOMOKOBUX OAHUX.

Jara mamxomkenns crarri: 07.07.2025

[ara nmpuitasarrs crarri: 18.07.2025
Omnyo6mnikoBano: 27.10.2025
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